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• Visual Quality Comparison

Motivation

Exisiting LMMs suffer from the ambiguity on absolute evaluations but provide consistent 
response with comparative settings



Co-Instruct-562K

The first instruction-tuning dataset for visual quality comparison:
• Merge2Compare: LLM-merged comparisons from Q-Instruct-200K
• Teach2Compare: GPT4V pseudo-labeled comparisons



Merge2Compare

Images are first matched into groups (a), and then filtered via top-similarity removal (b). 
After filtering, the single image quality descriptions are merged (c) into comparisons by the 

LLM



Teach2Compare

9K diverse images are collected and matched into 30K groups (a). The groups are then fed to 
GPT-4V to obtain general quality comparisons (b) and question-answering (c) related to 
quality comparisons.



The structure of Co-Instruct

(a) Images are encoded by visual embedding layers and then passsed through an abstractor 
module to reduce token numbers, and then (c) fused with text embeddings into under the image-
text interleaved format.

Prompts



The MICBench

We introduce the MICBench to cover the open-ended evaluation settings on groups of 
three or four images, as a complementary of existing evaluation settings

(a) Which questions 
(60%), (b) Yes-or-No 
questions (22%), and (c) 
Other types of 
questions (18%) on 
three/four images.



Experiments: Q−Bench!"#$-A1 (1,999 MCQs)

Co-Instruct shows far superior accuracy than open-source LMMs: it is 64% better than its 
baseline (mPLUG-Owl2), 51% better than the variant without our multi-image subsets, and 

also 23% better than the best of them.



Experiments: Q−Bench!"#$-A2 (499 Descriptions)

The capability of Co-Instruct in reasoning-related comparisons can match that of GPT-4V, 
while significantly surpassing other existing LMMs



Experiments: 2AFC-LMMs

• Co-Instruct outperforms all existing models in 2AFC-LMM, including GPT-4V 
• Co-Instruct also shows very high consistency κ while swapping two images

Consistency (𝜅), Correlation (𝜌)



Experiments: MICBench

Co-Instruct provides very competitive accuracy on open-question quality comparison 
among three/four images, 5.7% better than GPT-4V (best existing) and 6.4% more 
accurate than non-expert human; open-source LMMs even struggle to obtain 50% 
accuracy on this setting.



Experiments: Overall
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