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Fluorescence Microscopy

Revolutionized modern biology by permitting labeled 
imaging and quantifying subcellular structures of interest.

Current prevailing and inherently intuitive microscopic 
imaging mode in the field of life science.



Subcellular Structure Prediction(SSP)

Fluorescence staining requires expensive and advanced instrumentation and time 
consuming preparation of materials.

Significant phototoxicity and photobleaching also damage the live cells. 

An emerging technology, namely Subcellular Structure Prediction (SSP), enables direct prediction of 3D 
immunofluorescence (IF) from transmitted light (TL) images via 3D vision networks.

Cite from: Ounkomol, Chawin, et al. "Label-free prediction of three-dimensional fluorescence images from transmitted-light microscopy." Nature methods 15.11 
(2018): 917-920.



Dense imaging process & Prolonged imaging time

 A motor is required to drive the lens to scan more layers on Z-axis for better data quality

In AllenCell collection, each subcellular type is imaged for up to 2.5 hours on a Zeiss spinning disk 
microscope. 

Prolonged imaging time is unfriendly to capturing the biodynamic process; the physiological motion, such as 
cell respiration, introduces the scanning position offset.
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Previous implementations

However, these one-to-one voxel learning approaches still require a long-time imaging process.

RepMode (CVPR 2023)FNet (Nature Methods)



Sparse-View Techniques

Sparse-view techniques have emerged as a prominent 
research area in biological and medical garnering 
significant attention and interest. 

For example, sparse-view techniques can reduce 
radiation dose in CT reconstruction with fewer 
projection times.

Similarly, less imaging time in SSP also reduces 
the phototoxicity of live cells. 

Reduction of imaging times enables biologists to 
observe rapid biological dynamics in a cost-effective 
manner, facilitating better understanding of 
subcellular-level activities.Our proposal



Insights of SparseSSP

Q. How to do sparse-view modeling?

A. Learning for one-to-many voxel regression
Presuppose a target voxel space implicit prior structural features are learned from the training data to 

assist in reconstructing the missing information

Q. How to learn better on sparse data?

A. Hybrid Topology Design
Fold sparse images along the Z axis onto the feature dimension, giving them the ability to regroup dense 

information during the channel transformation.



One-to-many Voxel Regression

Prefix strategy. 
generates the pseudo voxel grid before the model input; in this strategy, the Z-axis information is implicitly restored 

through learning the fluorescence prediction.

Postfix strategy. 
learns the restore procedure through an explicit upsampling layer, separates two processing purposes.

Let 𝐴 denotes the subsample operator, 𝑦 denotes reconstructed images, 𝑏 denotes 
sparse images.

Our goal is to learn the one-to-many mapping 𝑓: 𝑏 → 𝑦 by solving the 𝐴𝑦 = 𝑏 problem.

But subsample operator 𝐴 is not an invertible matrix, so there exists infinite solutions 
which indicates that this is an undetermined problem. 

We can solve this problem by learning the follow mapping: 𝑓: 𝐴′𝑏 → 𝑦, which 𝐴′ 
denotes the reconstruction operation. To extract prior knowledge, deep learning 

method uses the training data { 𝑏 𝑘 , 𝑦 𝑘 }𝑘=1
𝑛  and fits the reconstruction process by 

learning the objective which is 𝑎𝑟𝑔𝑚𝑖𝑛
𝑓

|| 𝑓 𝑏 𝑘 − 𝑦 𝑘 ||𝑙2.



Hybrid Dimensions Topology
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An Example of 3-to-2D

Images collected  are 
sparse in Z-axis

Learn the Z-axis information implicit reconstruction through collapse and reprojection 
(It looks like an encode-to-decode procedure in depth-view)

Faster and less 
GPU memory



Hybrid Dimensions Topology



A 3-to-2D example apply on DoDNet*

*(CVPR 2021) Zhang J, Xie Y, Xia Y, et al. Dodnet: Learning to segment multi-organ and tumors from multiple partially labeled 
datasets[C]//Proceedings of the IEEE/CVF conference on computer vision and pattern recognition. 2021: 1195-1204.



Visualization Results



Comparisons of Strategy Combination

Combination of prefix interpolation and 3-to-2D strategies demonstrated 
significantly better performance than others.



Topology Strategies on Diverse Multi-task Methodologies

We compare 5 SOTA multi-task methodologies. 
Trend of R2 value as sparsity ratio increased from 2 to 8.

Hybrid dimensions topology 3-to-2D (i.e., the blue lines in the figure) shows a slower 
decay and higher global scores than pure 3D topology (i.e., the orange lines).



Comparisons on Resource Consumption

Hybrid dimensions topologies demonstrate less resource consumption than pure 3D, especially in MACs. 
The number of iterations in training is the number of the loss backward operations



THANK YOU

Paper link: https://arxiv.org/abs/2407.02159
Code link: https://github.com/JintuZheng/SparseSSP

https://arxiv.org/abs/2407.02159
https://github.com/JintuZheng/SparseSSP
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